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Root MSE      =  1.1099
-----------------------------------------------------------------------

y |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]
--------+----------------------------------------------------------------

x |   .8080605   .8563254     0.94   0.382    -1.287292    2.903413
_cons |    15.2985   10.02669     1.53   0.178    -9.235928    39.83292

-------------------------------------------------------------------------

Root MSE      =  1.0282
-------------------------------------------------------------------------

y |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]
--------+---------------------------------------------------------

x |   .7364484   .1594519     4.62   0.002     .3594045   1.113492
_cons |    16.1386    1.78019     9.07   0.000     11.92912   20.34808

-------------------------------------------------------------------------
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twoway ///
(scatter PEFR height, mco(blue) msym(O))           ///
(lfitci PEFR height, stdf clpat(1) cip(rline) ) ///
,legend(off) ytit("PEFR (l/min)")
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