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In the preparations the following entries of Encyclopedia of Epidemiologic Methods have also
been consulted:
¢ Bias in Observational Studies (Hill & Kleinbaum)
Biased Sampling of Cohorts in Epidemiology (Brookmeyer)
Causation (Greenland)
Collapsibility (Greenland)
Confounding (Greenland)
Effect Modification (McKnight)
Hill’s Criteria for Causality (Rothman & Greenland)
Interaction (Farewell)
Measurement error in epidemiologic studies (Carroll)
Misclassification error (Kuha, Skinner & Palmgren)
Propensity score (Rosenbaum)
Validity and Generalizability in Epidemiologic Studies (Rothman & Greenland)



