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PhD course in Basic Biostatistics - Day 5
Erik Parner, Department of Biostatistics, Aarhus University®

Regression models in general

The simple linear regression
Lung function (PEFR) and height
The model, estimation, inference
Changing the reference height
Checking the model: predicted values and residuals
Point wise confidence and prediction intervals

Comparing two groups after adjustment for a covariate
Sex difference in PEFR

Correlations
The Pearson correlation

Overview

Data to analyse Type of analysis Unpaired/Paired Type Day
Continuous One sample mean Irrelevant Parametric Day 1
Nonparametric Day 3
Two sample mean Non-paired Parametric Day 2
Nonparametric Day 2
Paired Parametric Day 3
Nonparametric Day 3
Regression Non-paired Parametric Day5
Several means Non-paired Parametric Day 6
Nonparametric Day 6
Binary One sample mean Irrelevant Parametric Day 4
Two sample mean Non-paired Parametric Day 4
Paired Parametric Day 4
Regression Non-paired Parametric Day 7

Time to event

One sample: Cumulative risk Irrelevant
Regression: Rate/hazard ratio Non-paired

Nonparametric Day 8
Semi-parametric Day 8

The Spearman rank correlation

Why you should not use correlation in the

measurement methods
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comparison of

Correlation is seen as a topic associated with regression.
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Lung function men and women (Example 4 later)
Question: How does the PEFR differ for men and women ?

700

Group | Obs Mean std. Err. Std. Dev. [95% conf. Interval]
,,,,,,,,, S
female | 43 474.0698 7.4829 49.0687 458.9687 489.171
male | 57 564.2807 7.4236 56.0471 549.4094 579.152
_________ e
diff | -90.21093 10.73949 -111.5231 -68.89877
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Example: Lung function men and women
Question: How does the PEFR differ for men and women?

First answer:
The mean lung function among men is 90(69:112)l/min larger
than among women!

BUT:
We know that PEFR depends on height and that men are
higher than women (in average).

How much of the above difference can explained by this ?
How large is the “height adjusted” difference in PEFR?

In the regression model we aim at comparing men and
women with the same height (adjusting for height).
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Regression in general
A regression model can be many things!

In general it models the relationship between:

y: dependent/response
and a set of
Xs: independent/explanatory variables.

The dependent variable is modelled as a function of the
independent variable plus some unexplained random variation:

| Systematic part |

y=f(x8)"+" e(o)

Unknown Parameters | Unknown Parameters |
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Regression in general
y=f(x6)"+" e(0)
Some examples:
pefr = 3, + 3, [height + E

pefr = 3, + 5, [height + 5, [height> +E~ and E~ N(0,0°
gfr =exp(3, + A On[Cr]) +E

conc(t) = dose W flexp(-A,,. @) - exf{ -4, @) |+E

The first two are linear regressions, the last two non-linear.

In this course we will focus on the linear regressions.
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Example: lung function and height
Purpose: Describe the association between lung function and
height among young women:

Data: PEFR (I/min) and height (cm) for 43 female medical
students.

Figure 5.1
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A model: PEFR-= line + some random variation
seems to be valid.
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Simple linear regression: The model

Let PEFR and height;, be the data for the ith woman.
PEFR = /3, + 3, [height, + E, E ~ N(0,0%)

This model is based on the assumptions:
1. The expected value of PEFRis a linear function of height.

2. The unexplained random deviations are independent.

3. The unexplained random deviations have the same
distributions.

4. This distribution is normal.
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Simple linear regression: The parameters
PEFR =5, + 53, [height, +E, E ~N(0,0°)

The model have three unknown parameters:
1. The intercept 3,
2. The slope (or regression coefficient) 3,
3. The residual variance 02 or residual standard deviation 0.
The interpretation of the parameters:
[y is expected PEFR of a woman with height=0.

Obviously, this does not make sense.

We will later look at how one can get a meaningful estimate
of the general level of PEFR!
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Simple linear regression: The parameters
PEFR = f, + 5, [height, +E,  E ~N(0,07)
B, is the expected difference in PEFR for two women, who
differ with one unit (here cm) in height.

If a woman is 6 cm higher than another, then we will expect
that her PEFR is 643, higher than the other.

O'is best understood by the fact that a 95%-prediction
interval around the line is given by +1.960.
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Simple linear regression: The estimates (by hand)
PEFR =5, + 3, [height, +E,  E ~N(0,0°)

Estimates of the parameters are found by the method of
least square, which, for this model, is equivalent to the
maximum likelihood method.

The estimates are found using a computer program. Explicit
formulas for both the estimates and their standard errors
exits.
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Simple linear regression: Confidence intervals
Approx. 95% CI for f3: /5, + 1.963¢{ 5
Approx. 95% CI for f,: 3, + 1.9638( /)

Exact 95% confidence intervals , CT's, for [, and 5, are
found from the estimates and standard errors

95% CT for 4;: ﬁlitg'ﬁ;s@;e( ,@1)
95% CI for f3,: /5, £105° (36 /3,

Where t>9" is the upper 97.5 percentile in the t-
distribution nN-2 degrees of freedom.

These confidence intervals are found in the output.
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Simple linear regression: test
As usual we can perform a test of hypothesis of the type:

Hypothesis: g3 =’

>

-5
=0

The p-value is found by checking a t-distribution n-2

degrees of freedom.
p=20Prt(n- 2 2|z,)

by calculating 7, =

You will find tests for

B, =0,ie.yis independent of X
and

L, =0, i.e. the line goes trough (0, 0)
in the regression output.
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Stata: Simple linear regression

regress PEFR height if sex==1

n: Always check this |

v

Source | SS df MB Nunber of obs

------------- e F( 1, 41) = 5758
Model | 12116.1257 1 12116.1257 Prob > F = 0.0230

Resi dual | 89008. 665 41 2170. 94305 R-squar ed = 0.1198
------------- B LR R E R EE SRR Adj R-squared = 0.0983
Total | 101124.791 42 2407.\73311 Root MSE = 46.593

pefr | Coef . Std. Err. t P> t]| [95% Conf. Intgrval]
............. FURURUUU RPN RPN [P NN R S S
hei ght | 2.871025 1.215288 .36 0.023 . 4167005 . 325349

_cons -2.38683 201. 8064 -p.o1 0.991 -409. 9432 405. 1696

/

B :80‘ g° g

| Standard errors | 95% confidence intervals |
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The example: Summarising
PEFR = /3, + 3, (height, + E, E ~ N(0,0%)
The estimates:  f;:  2.87 (0.42;5.33) I/min/cm
Gy -2.39 (-410;405) I/min
o:. 46.6 I/min

The difference in mean PEFR between two women who differ
one cm in height is in interval from 0.42t0 5.331/min - the
best guess is 2.871/min.

The mean PEFR for a woman who is O cm is in the interval
-410t0 4051/min - the best guess is -2.391/min.

A 95% prediction interval is given as 291 |/min.
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Stata: changing the intercept
PEFR = /3, + 3, [{height, -170) + E, E ~N(00?)
Let us fit the model with a meaningful intercept/constant:

generate heightl70=height-170
regress PEFR heightl70 if sex==1

Source | SS df MS Number of obs = 43
———————— e FC 1, 41) = 5.58
Model | 12116.1257 1 12116.1257 Prob > F = 0.0230
Residual| 89008.665 41 2170.94305 R-squared = 0.1198
———————— e Adj R-squared = 0.098
Total | 101124.791 42 2407.73311 Root MSE = 46.593
PEFR | Coef. std. Err. t P>|t]| [95% conf. Interval]
__________ b m o o
2.871025 1.215288 2.36 0.023 .4167005 5.325349

485.6874  8.641215 56.21  0.000 468.2361 503.1387

|No’rhing is changed except this

The expected PEFR for a woman with height = 170cm is:
486 (468;503) I/min
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Predicted values and residuals

Y =B +AX+E E~N(00%)
Based on the estimates we can calculate the predicted (fitted)
values and the residuals:

Predicted value: 9, = /3, + 5, [k
Residual ri:yi—f/i:yi—(,éo+,é15§)

The predicted value is the best guess of V; (based on the
estimates) for the ith person.

The residual is a guess of E; (based on the estimates) for the
ith person.

predict fitfemale if e(sample),xb
predict resfemale if e(sample),resid
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Checking the model: Independent errors ?

Assumption no. 2: the errors should be independent, is mainly
checked by considering how the data was collected.

The assumption is violated if

:some of the persons are relatives (and some are not) and the
dependent variable has some genetic component.

-some of the persons were measured using one instrument and
others using another.

*in general if the persons were sampled in clusters.
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Checking the model:
Linearity and identical distributed errors

Assumption no. 1:
The expected value of Y is a linear function of X.
Assumption no. 3:
The unexplained random deviations have the same
distributions.

These are checked by inspecting the following plots of:

+ Residuals versus predicted

+ Residuals versus X
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Stata: Checking the model:
Linearity and identical distributed errors

predict fitfemale if e(sample),xb
predict resfemale if e(sample),resid
scatter resfemale fitfemale

scatter resfemale height

Figure 5.2 |
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Stata: Checking the normality of errors

Assumption no. 4: the errors should be normal distibuted.
This is checked by making QQ-plots and histograms of
the residuals.

| gnorm resfemale

Figure 5.3 |

100

008

Density
Residuals
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Residuals Inverse Normal
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Assumptions violated: Example 2

The relation between GFR and Serum Creatinine

.
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Cr mg/100 ml
Clearly non-linear!
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Assumptions violated: Example 2

Checking the model  |Close to normal
154 100 °
50 >
g 10 §
L 59 ol s
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|Clearly not constant mear;!g-l
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Assumptions violated: Example 3

The relation between GFR and 1/Serum Creatinine

200+

1504

100+

GFR (ml/min)

50-

0

25

0 5 1 15
|A linear relation! | L/Cr (100mi/mg)

|Incr'easing variation! |
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Assumptions violated: Example 3

Checking the model

Close to normal |
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Increasing variation!
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|Increasing variation! |
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Confidence interval for the estimated line

The true line is given as : y=54+08 X
and estimated by plugging in the estimates = 3, + 3 [X
The standard error of this estimate is given by:

1 (x-%)°

PN N X

s+ ,) = [Fe L)
with the 95% (pointwise) confidence interval
By + B+ 05 130( 3, + 5, 1)

Many programs can make a plot with the fitted line and its
confidence limits.

In Stata its done by the 1fitci graph command.
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sd( 4, + B Dx+

The true line is given as :
and estimated by plugging in the estimates

Prediction interval for future value

Y=+ B X
9= 5+ B

The standard deviation for a new observation is given by:

E):&\/1+;

with the 95% (pointwise) prediction interval

1, (x-x)°

(x -x)°

Stata: graph confidence and prediction intervals

twoway (scatter PEFR height if sex==1) ///
(1fitci PEFR height if sex==1) ///
(1fitci PEFR height if sex==1, stdf )

Figure 5.4

lé() +lél|j(itr?.—9275|3d(ﬁ0+ﬁllj(+ E)
Many programs can make a plot with the fitted line and its
prediction limits.

In Stataits done by the 1fitci and graph command, the
option stdf
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Example 4: Lung function men and women

Question: How does the PEFR differ for men and women ?

We know that PEFR depends on height and that men are
higher than women (in average).

How much of the above difference can explained by this ?
How large is the “height adjusted” difference in PEFR?
Note, we can only adjust for height, if the PEFR - height
relationship is the same for men and women.

Let us first fit a linear regression to the data for men.
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PEFR and height among males: model check

X

100 X x 100+ x
X% 4% X x g x k%] B X X X % xx
LR LIT S LR B N
¥ -100- o -1007
-150+ X -150+ X
T T T T T T T T T T T
520 540 560 580 600 620 150 160 170 180 190
Linear prediction Height (cm)
.008+ 100 X
.006+ w 90
= K 1
@ =1 0
S 004 2
[a] g -50
0024 -1004
01+ L - - - - '1507“ - - - -
-150  -100 -50 0 50 100 -100 -50 0 50 100
Residuals Inverse Normal
Model ok
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PEFR and height among males
700+
X x X
X X x * X
= i XXX X X x="7
£ 600 x § S
= X ¥ T
> " _/}_5,&—*’ iy XX« X
L -~ x x x
g_J 500
X § x X X
X
400+
T T T T T T
165 170 175 180 185 190
Height (cm)
Root MSE = 50.4
PEFR | Coef. std. Err t P>|t]| [95% conf. Interval]
,,,,,,,,,, e L
heightl70 | 3.974479 1.052755 3.78 0.000 1.864712 6.084247
_cons | 535.274 10.17822 52.59 0.000 514.8764 555.6716
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700
Figure 5.5
~ 6001
£
£
@ 500
[
L
& 400
300
T T T T T
150 160 170 180 190
Height (cm)
Summarising results for males and females:
Model 1 Slope (height per cm) PEFR at 170 cm SD)
Two lines est se lower upper est se lower upper est|
Males 397 105 186 6.08 535 10.2 515 556 50.4
Females 287 122 042 533 486 8.6 468 503 46.6
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Model 1 Slope (height per cm) PEFR at 170 cm SD
Two lines est se lower upper est se lower upper est|
Males 397 105 186 6.08 535 10.2 515 556 504
Females 287 122 042 533 486 86 468 503 46.6

Here we will focus on the slopes and the intercepts (PEFR at
170 cm) and assume that the size of the unexplained
variation is the same for the two sexes, i.e. identical SD's.
Under this additional assumption we have Model 2:

PEFR = 5, + [, [height, + E,  female E - N(O 02)
a,+a,[height +E,  males
Model 2 Slope (height per cm) PEFR at 170 cm sb
Same SD est se lower upper est se lower upper est
Males a 397 1.02 195 6.00 535 99 516 555 488
Females £ 287 127 0.34 5.40 486 9.1 468 504 )

Only the standard errors, CI's and the SD changed.
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+ S, [height, + E,  female
pErR < |/t Auheig, +E
a,+a,[height +E males
If welet O, =a,— [, and O,=a,— [, then we can write
the model

PEFR = B, + 0 Beight, + E female
(B, +3,) +(pB,+0,) height, + E,  males
Model 2 Slope (height per cm) PEFR at 170 cm sb
Same SD est se lower upper est se lower upper est
Males a 397 1.02 195 6.00 535 9.9 516 555 488
Females [ 287 1.27 0.34 5.40 486 9.1 468 504 )

Differens 5 110 163 -2.13 434 496 134 230 762

The standard errors are based on complicated formulas
- the computer does it for you.
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5, + 5, [height, + E female
PEFR = .
(B, +,)+(f,+ ) height, + E, males
The same PEFR - height relationship for male and females
corresponds to J, =0.
We have the estimate 1.10 (-2.13;4.34)
The confidence interval says this can be accepted (pval=0.55).
B, +0, height, + E female

PEFR =
Model 3 R {(ﬁomo) +4,theight, + E, males

Model 3 Slope (height per cm) PEFR at 170 cm sb
Same Slope est se lower upper est se lower upper est
Males 538 87 521 556

Females 354 079 197 512 488 81 472 504 487
Differens 0.00 50.0 133 23.6 765
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Model 3: two parallel lines

700
X x x
X xX X X * *
’E 600_ o X ) x_,_g&—g”x’x——
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Note:

parallel lines < identical slopes

= the distance between the sexes is constant
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Regression some comments

+ The models 2 and 3 are examples of multiple linear
regression models:

PEFR = 3, + A3, [height, + &, [inale+ J, (inale[height, + E,
PEFR = £, + f3, [height, + J, (nale +E,

- Notices that the difference between the sexes is
smaller after adjustment for the height.

+ The methods of adjusting for a continuous variable
when comparing two (or several) groups are called
Analysis of Covariance.

04-10-2016
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Model 0 mean PEFR sD
Two groups est se lower upper est
Males 564 74 549 579 560
Females 474 75 459 489 491

—— Differens 902 107 689 1115
Model 1 Slope (height per cm) PEFR at 170 cm sb
Two lines est se lower upper est se lower upper est
Males 397 105 186 6.08 535 102 515 556 504
Females 287 122 042 533 486 86 468 503 466
Model 2 Slope (height per cm) PEFR at 170 cm sb
Same SD est se  lower upper est se lower upper est
Males 397 102 195 6.00 5% 99 56 5% .
Females 287 127 034 540 486 9.1 468 504 :
Differens 110 163 -213 434 496 134 230 762
Model 3 Slope (height per cm) PEFR at 170 cm sb
Same Slope est se lower upper est se lower upper est
Males 538 87 521 556
Females 354 079 197 5.12 488 81 472 soa BT

——— Differens 0.00 500 133 236 765
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Stata: summary of regression analysis code

use PEFR.dta,clear

* Scatter plot

twoway (scatter PEFR height if sex==1) ///
(1fit PEFR height if sex==1) ///

* Fitting the regression

generate height170=height-170

regress PEFR heightl70 if sex==1

* Generating fitted values and residuals

* (the if e(sample) ensures that it is only done for the

* observations actually used in the regression)

predict fitfemale if e(sample), xb

predict resfemale if e(sample), res

scatter resfemale fitfemale

scatter resfemale height

* we will go through the analysis comparing the men and the

* women at the exercises.

* Comparing the slopes:

regress PEFR bl.sex##c.height170

* The height adjusted sex difference.

regress PEFR bl.sex c.heightl170
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Stata: summary of regression analysis code

bl: sex=1is
set to be the
ref.

#H#: we allow
for different
slopes

c¢: height170 is
considered continuous
with linear effect

Difference for
men and women
at 170 cm

Slope for
women

Difference in
slope for men
and women

T male

Expected value
for women 170
cm

regress PEFR b]?sex##c..h;ight170
*%% output omitted ***

PEFR | coef. std. Err t P>t [95%

S e o e
sex

male 49.58657 13.38325 3.71 0.000 23.

[——>heightl170 2.871025 1.273115 2.26 0.026 .34

sex#c.heightl70
1.103455 1.631048 0.68 0.500 -2.1

485.6874 9.052385 53.65 0.000 467
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Stata: summary of regression analysis code Stata: summary of regression analysis code

The estimates can be placed on a graph

. regress PEFR bl.sex c.heightl170
output omitted **

Difference in

intercept for N PEFR |  Coef. std. Err. t  pslt| [9
men and women | N - _______ o]
. . sex |
: (gﬁ:efeﬂci;” 51?"35) Slope for men \\‘ma1e | 50.0129 13.33098 3.75 0.000 23
----- | sex#c.heightl70, male and women ™ height170 | 3.543314 .7935878 4.46 0.000 1.

Intersection I
" height170 for women

sex
male

_cons ‘[

170 cm
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PEFR and Gender - formulations
Example 10.1 357 .
Methods Body weight and ? 5251
The gender difference in PEFR was estimated as the plasma volume 3, .
. . . . . > b el
difference in mean PEFR after linear adjustment for height. s T
The model was checked by diagnostic plots of the residuals. 8 om{ o e
Estmates.. CI.... ol
Resu“‘s 55 (;O (;5 7‘0 7‘5
. . Body weight (kg)
After adjustment for height men had a mean PEFR that was
50(24;77)l/min hlgher‘ than women. Source | ss df Ms Number of obs = 8
————————————— e FC 1, 6) =  8.16
: Model | .390684335 1 .390684335 Prob F = 0.0289
COHCIUSIO"_ . . Res'igug'l | .287265681 6 .047877614 RE:qu;red = 0.5763
The sex difference in PEFR cannot solely be attributedtothe | | —---omooooes Ty Adj R-squared = 0.5057
difference in heights. | | Total I 677osone 7 [0%8se02 . Root Mse .= msa
’ plasma | Coef std. Err t P>|t]| [95% conf. Interval]
_____________ i S S A
bweight | .0436153 .0152684 2.86 0.029 .006255 .0809757
_cons | .0857244 1.023998 0.08 0.936 -2.419909 2.591358
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The (Pearson) correlation coefficient

The (Pearson) correlation coefficient, 0, is a measure of the
strength of the linear relationship between two variables X
and y following a bivariate normal distribution.

It only make sense if both X and Yy have a normal distribution
and there is a linear relationship between X and Y.

The correlations coefficient has the following properties:

- It is symmetric in Xand Y, and a change of scale of X and/or
y will not change p.

+ p=1=1 if the observation line exactly on a straight line.
-l<p<l
+ If Xand Yy are independent, then p= 0
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The (Pearson) correlation coefficient

The correlation is best understood as the coefficient of
determination.

0?2 = how much of the variation in one of the variables that
can be explained by the variation of the other.

So if p =0.8then p?=0.64 = 64% i.e. 64% of the
variation in Y can be explained by the variation in X and vice
versa.

pis estimated by the empirical correlation coefficient r:

er o 2Ry -7)
(6 =% (v - )
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The (Pearson) correlation coefficient

It is possible to make approximate confidence intervals for
the Pearson correlation (see p95-96 in Kirkwood & Sterne).

Very few programs (not Stata!) will do this for you!

Tt is possible to make an exact test of the
hypothesis: o =0

The test is identical o the test of zero slope in the simple
linear regression.

All programs can make this test.
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Spearman’s rank correlation

Subject Body weight Plasma volume
Obs Rank Obs Rank The body We|9h1'
1 58.0 1 2.75 2
2 70.0 5 2.86 4 and the plasma
3 74.0 8 3.37 7 volume are ranked
4 635 3 2.76 3 separately.
5 62.0 2 2.62 1
6 70.5 6 3.49 8
7 710 7 3.05 5
8 66.0 4 3.12 6

Spearman's rank correlation is found as the correlation of
the ranks!

Tt has the same properties as the correlation, but it has
no interpretation.

The test of no association based on Spearman rank
correlations is in general valid.
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Correlations some comments

The Pearson correlation is only a valid measure of association

if:

1. We have independent observations, i.e. the pairs (X, y) are
independent.

2. Both the X's and the Y's have a normal distribution.

3. The is a linear relationship between X and y.

Note, these assumptions are stronger than the ones behind
the simple linear regression.

The test of no association based on Spearman rank
correlation is valid if 1. and

3b. The is a monotone relationship between X and y.

04-10-2016 Basic Biostatistics - Day 5 49

Example of Pearson and Spearman correlations

r=.12 r=.74 r=-98
LI XY ~
L)
‘... o: :. ¢ 00. ° .’ " °
[ °
. . L4 & . o%
- oo . o‘
. * . .
spearman = .067 spearman = .718 spearman = -.93
r=20 r= .87 r=-8
° L] L]
. . ° /
. . :
L] LJ
< 8 s
[} (]
V J °
spearman = 0 spearman = 1 spearman = .752
Remember: Always plot the data Il
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Body weight and plasma volume

0.76(0.12;0.95)
The (Pearson) correlation squared:  0.58(0.014;0.91)

The (Pearson) correlation:

The hypothesis: p=0 gives p= 0.029

The Spearman rank correlation is 0.81
The test of no association based on this gives p=0.015
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Comparison of the measurement methods
A correlation coefficient is often seen in the literature as
a way to compare two measurements.

A correlation coefficient cannot be used to measure
the agreement of two methods.

We will illustrate this on the next overheads by showing
that the correlation

* Does not measure a systematic difference.
» Does not measure a random difference.
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Comparison of the measurement methods

Two studies, each comparing two methods of measuring
height on men. In both studies 10 men were measured
twice, once with each method.

highest
Example 1
n=10 r=0.9 p<0.001 n=10 r=0.8 p<0.005
1909 - 1907
185 : 185+ ®
- oo
. P
5 e 1 .t
£ 1809 oy . 2 1804 e
g ’ . 5 g
13 E [ ]
- oo o
; .
1757 . L) 1751
! .
- oo -
1701 \.. T T T T 1701 \. T T T T
170 175 180 185 190 170 175 180 185 190
method 1 method 3

Is a higher correlation evidence of higher agreement?

Is a higher correlation evidence of higher agreement? NOW

The correlation does not give you any information on
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10 10
8 L] 8
L L]

67 L] L 67
o~ o0 o <
5 4 ° = 4
H - L] H - L]
g 2 g . ee o
4 o
B 2 B 2 .
£ E-1 L]
g g

6 6

81 81

101 T T T T T 101 T T T T T

170 175 180 185 190 170 175 180 185 190
(method 1 + method 2)/2 (method 3 + method 4)/2
Average
: . 5.6cm 0.2cm
difference:

54
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Example 2 hlgheST
n=10 r=0.9 p<0.001 n=10 r=0.8 p<0.005
200 // 200 //
1901 /// 1901 ///
e e 7z
o be T %
£ 180 f £ 180
g Ly g ,
.///. ///
1704 ® 1704 L,
el . . . ol . . .
160 170 180 190 200 160 170 180 190 200
method 1 method 3
Note, both data sets are located around y=x |
Is a higher correlation evidence of higher agreement?
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Is a higher correlation evidence of higher agreement? NOM

107 107
81 81
67 67
~ <
3 4 .o 3 4
£ 2 oo £ 2 °
g . ® e’ %%
= o .
B 2 ] 3 2 ®
£ £ .
3 ° 3
g . g
67 67
-8 -8
-101 T T T T T -101 T T T T T
160 170 180 190 200 160 170 180 190 200
sD Th (method 1+ method 2)/2 (method 3 + method 4)/2
of the
diff ) 2.8cm 1.6cm
ITTerence:

The random differences are a bit smaller in the right plot!
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